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Abstract—A novel efficient coherent direction-of-arrival (DOA) estimation method is devised in this article. First, a new cost function without the knowledge of source number is developed exploiting the Toeplitz matrices’ joint diagonalization structure. Then, the revised steering vectors are used in the place of projection weights of the steering vectors to reconstruct the power spectrum in both noise and signal subspaces. The coherent DOAs are estimated using the 1-D search. Furthermore, the computational complexity of the proposed method is significantly reduced using the Nystrom approximation. Finally, the developed theoretical model is implemented on the TMS320C6678 digital signal processor (DSP) to exemplify the efficacy of the novel method.
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I. INTRODUCTION

ACCURATE source estimation is one of the key research areas of array signal processing [1]. The direction-of-arrival (DOA) algorithms are responsible for estimating the angle of arrival of the incoming signals and have applications in the localization of sources, detection, and beamforming [2]. A beam-scanning concept is used in the classical methods for direction finding. In this method, each signal power is calculated by scanning a beam through space. The direction with the highest power is considered the angle of arrival of the desired signal. The subspace-based algorithms have high resolution. In this approach, the autocorrelation of a user signal and noise model is formed and are converted into a matrix. The eigenstructures of this matrix are formed and are sorted to give signal and noise subspaces. The subspace-based methods are more accurate and effective for direction finding than the classical methods [3].

The DOA algorithms have been used for source localization in wireless communication [4], sonar [5]–[10], and radar [11]–[13] for many years. Among numerous DOA algorithms, multiple signal classification (MUSIC) [14], [15] and estimation of signal parameters via rotational invariant technique (ESPRIT) [16] are the most widely used methods. In practice, mostly, the source number information is unknown at the receiver. In such cases, an accurate estimation of source number is a difficult task [17].

A beamforming approach such as the Capon-Like [18] may be used to avoid the estimation of the source number. However, it can resolve at most $N/2$ coherent signals in a given uniform linear array (ULA) composed of $N$ sensors if a spatially smoothed covariance matrix is deployed. Nevertheless, it has poor performance in many practical applications due to its low resolution. A preprocessing scheme-based on spatial smoothing (SS) method is presented in [19]. This technique forms subarrays by partitioning the total array. Later, a forward-only spatial smoothing (FOSS) [20] technique was developed, which uses a preprocessing scheme to make the SCM to be full rank. Nevertheless, it deteriorates in performance due to the reduced array aperture. However, this method can manage only at most $N/2$ signals in a ULA with $N$ sensors.

A forward/backward spatial smoothing (FBSS) method was developed in [21] to avoid the aperture loss. However, this approach cannot be applied to resolve the coherent signals. Zhang and Ng [22] presented the MUSIC-like algorithm for DOA estimation. Though this method is more accurate than the classical MUSIC and the Capon-Like, it would not handle the coherent source signals and its performance deteriorates in a low signal-to-noise ratio (SNR) environment. In literature, various well-known DOA methods [23]–[33] including the aforementioned techniques require prior information of the source number for signal estimation. Recently, the ESPRIT-like algorithm presented in [34] resolves the coherent signals. However, this method requires prior information of the source number and presents severe performance degradation for low SNRs and small sample numbers. Recently, Qian et al. [35] circumvented these problems. Though this method is superior to the ESPRIT-Like method, it presents a low resolution for certain conditions, has large computational complexity, and needs the following improvements.

1) Practical experiments can be conducted to exemplify the developed hypothetical model.
2) In the problem formulation, the element of the covariance matrix is not derived. A detailed explanation and derivation will make the work more complete and understandable.
3) The computational complexity of this article can be reduced to speed up the algorithm.

In this article, we present a computationally efficient method that is different from [35]. The proposed method provides high resolution for the estimation. We exploit the Nystrom approximation [36] to reduce significantly the computational complexity of the proposed method. Finally, the simulated
results are validated by implementing the proposed method on the TMS320C6678 DSP.

The remainder of this article is organized as follows. In Section II, a considered signal model is explained. Section III presents the proposed technique. Section IV presents the computer simulations, and Section V presents the practical experiment using the TMS320C6678 DSP. Finally, Section VI concludes this article.

II. ARRAY SIGNAL MODEL

Let us consider a ULA composed of \((2N+1)\) sensors ranging from \((-N, \ldots, 0, \ldots, N)\), as shown in Fig. 1. Let \(P \leq N\) narrowband signals impinge a ULA from the far-field directions \(\phi_i, i = 1, 2, 3, \ldots, P\) and the first \(L\) signals are mutually coherent and others are uncorrelated and are independent of the first \(L\) signals. Let the time be denoted by the \(k\)th sample. The \(l\)th coherent source by considering a first source \(c_1(k)\) as a reference can be expressed as \(c_1(k) = \hat{c}_i e^{j(\varphi_d \Phi_d)} c_1(k), l = 2, \ldots, L,\) Here, \(\hat{c}_i\) is the phase change and \(\hat{c}_i\) is the amplitude fading parameter. Let \(h_l = [e^{j(\varphi_d \Phi_d)}]\) and the signal received at the \(l\)th element is \(s_n(k) = \sum_{i=1}^{P} c_i(k) e^{-j(2\pi/l)\text{dssin}(\phi_i)} + n_n(k)\). This expression can also be written as

\[
x_n(k) = c_1(k) \sum_{i=1}^{L} h_i e^{-j(2\pi/l)\text{dssin}(\phi_i)} + \sum_{i=L+1}^{P} h_i c_i(k) e^{-j(2\pi/l)\text{dssin}(\phi_i)} + n_n(k).
\]

Here, \(c_1(k)\) is the \(i\)th complex envelope, \(d\) is the interelement spacing, \(\lambda\) is the wavelength of a carrier, and \(n_n(k)\) is the white Gaussian noise with \(\sigma^2\) variance and zero mean at the \(n\)th element. The observation vector of a ULA is

\[
x(k) = [x_{-N}(k), \ldots, x_0(k), \ldots, x_N(k)]^T
\]

\[
= A c(k) A(k) + N(k).
\]

Here, \(c(k) = [c_1(k), c_2(k), \ldots, c_P(k)]^T\) is the signal vector, \((\cdot)^T\) is the transpose, and \(A = [a(\varphi_1), a(\varphi_2), \ldots, a(\varphi_P)]\) is the new array manifold vector (AMV) and \(a(\varphi_P) = [e^{j(2\pi/l)\text{dssin}(\varphi_1)}, \ldots, e^{j(2\pi/l)\text{dssin}(\varphi_P)}]^T\) is the \(p\)th steering vector. \(N(k)\) is the \((2N+1) \times 1\) white Gaussian noise vector.

III. PROPOSED ALGORITHM

A. Data Processing and Toeplitz Transformation

According to [34], the output covariance matrix of the observation vector \(x(k)\) is given as \(\Re = \Re_{xx} = E[x(k)x(k)^H]\). Here, \((\cdot)^H\) is the conjugate transpose and \(E[\cdot]\) is the expectation. Using the results of [34], the derivation to obtain the element of \(\Re\) is as follows.

From (1), one has

\[
x_n(k) = c_1(k) \sum_{i=1}^{L} h_i e^{-j(2\pi/l)\text{dssin}(\phi_i)} + \sum_{i=L+1}^{P} c_i(k) e^{-j(2\pi/l)\text{dssin}(\phi_i)} + n_n(k).
\]

\[
q(n, v) \text{ can be represented using the correlation assumption as } q(n, v) = E\{x_n(k)x_n^*(k)\}, (n, v) = -N, \ldots, 0, \ldots, N
\]

\[
q(n, v) =
\]

\[
E \left[ c_1(k) \sum_{i=1}^{L} h_i e^{j(\Phi)} + \sum_{i=L+1}^{P} c_i(k) e^{j(\Phi)} + n_n(k) \right]
\]

\[
\times \left[ c_1^*(k) \sum_{i=1}^{L} h_i^* e^{-j(\Phi)} + \sum_{i=L+1}^{P} c_i^*(k) e^{-j(\Phi)} + n_n^*(k) \right]
\]

\[
= E\{c_1(k)c_1^*(k)\} \sum_{i=1}^{L} h_i e^{j(\Phi)} + \sum_{i=L+1}^{P} h_i^* e^{-j(\Phi)}
\]

\[
\cdot \left[ E\{c_1(k)c_1^*(k)\} e^{j(\Phi)} + \sum_{i=L+1}^{P} E\{c_1(k)c_1^*(k)\} e^{-j(\Phi)} \right]
\]

\[
\cdot \left[ \sum_{i=1}^{L} h_i^* e^{j(\Phi)} + \sum_{i=L+1}^{P} \sum_{i=L+1}^{L} E\{c_1(k)c_1^*(k)\} e^{j(\Phi)} \cdot \exp(\Phi) + \sigma^2 \delta_{n,v}. \right.
\]

In the above expression, we have considered \(\Phi = -j(2\pi/l)\text{dssin}(\phi_i)\) and \(\Phi = j(2\pi/l)\text{dssin}(\phi_i)\) for the simplification purpose. Suppose that \(P_{l,i} = E\{c_1(k)c_1^*(k)\}\), \(l, i = 1, L + 1, \ldots, P\); then, \(q(n, v)\) can also be expressed as

\[
q(n, v) =
\]

\[
E\left[ \sum_{i=1}^{L} h_i e^{j(\Phi)} + \sum_{i=L+1}^{P} h_i^* e^{-j(\Phi)} \right] \cdot \exp(\Phi) + \sigma^2 \delta_{n,v}. \]

(5)

(6)
In the previous equation, let
\[
b_{n,i} = \begin{cases} P_{i,i} h_i^T \sum_{l=1}^P h_l \exp(\Psi_l), &\text{for } i = 1 \ldots L, \\ P_{i,i} \exp(-\Phi), &\text{for } i = L + 1 \ldots P \end{cases} \tag{7}
\]

\[
q(n, v) = \sum_{i=1}^P b_{n,i} \exp(\Phi_i) + \sigma^2 \delta_{n,o} \tag{8}
\]

\[
\delta_{n,o} = \begin{cases} 1, &n = o \\ 0, &n \neq o \end{cases} \tag{9}
\]

Hence, the required Toeplitz matrix [34] can be constructed using the nth row of \(\mathbf{H}\) as
\[
\mathbf{\tilde{y}}_n = \begin{bmatrix} q(n,0) & q(n,1) & \cdots & q(n,N) \\ q(n,-1) & q(n,0) & \cdots & q(n,N-1) \\ \vdots & \vdots & \ddots & \vdots \\ q(n,-N) & q(n,-N+1) & \cdots & q(n,0) \end{bmatrix}
\]
\[
= \mathbf{A}_n^H \mathbf{A}_n + \sigma^2 l_{N+1,n} \tag{10}
\]

where \(\mathbf{A} = [\mathbf{a}(\phi_1), \mathbf{a}(\phi_2), \ldots, \mathbf{a}(\phi_P)]\) is the new AMV with the \(p\)th steering vector being \(\mathbf{a}(\phi_p) = [\exp(j(2\pi/\lambda)d N \sin(\phi_p)), \ldots, \exp(-j(2\pi/\lambda)d N \sin(\phi_p))]^T\) and \(\mathbf{B}_n = \text{diag}\{b_{n,1}, \ldots, b_{n,P}\}\) is the pseudosignal covariance matrix.

### B. DOA Estimation Without Knowing a Priori Source Number

Let the Toeplitz matrix without noise is given as [35]
\[
\mathbf{\tilde{y}}_n = \mathbf{A}_n^H \mathbf{A}_n = \sum_{i=1}^P b_{n,i} \mathbf{a}(\phi_i) \mathbf{a}(\phi_i)^H. \tag{12}
\]

Equation (12) has the structure of joint diagonalization. Since \(\mathbf{\tilde{y}}_{-n}\) and \(\mathbf{\tilde{y}}_n\) have the same statistical data due to the conjugate symmetric nature of the \(-m\)th and \(m\)th rows in the Toeplitz matrix, it is not necessary to consider all the rows of \((2N + 1)\) to construct the Toeplitz matrices [35]. Since the first \((N + 1)\) covariance matrix rows have been used without a generality loss, there exist only \((N + 1)\) Toeplitz matrices accommodating the useful statistical information. We use these \((N + 1)\) Toeplitz matrices to estimate the DOA parameters and identify the range space of the AMV of \(\mathbf{H}\). There exists a vector \(\tilde{\phi}_p\) for the \(p\)th source, which is always orthogonal to the steering vectors expect \(\mathbf{a}(\phi_i)\), that is, \(\tilde{\phi}_p \perp \text{range}[\mathbf{a}(\phi_1), \mathbf{a}(\phi_2), \ldots, \mathbf{a}(\phi_P)]\). Hence, we have
\[
\mathbf{a}(\phi_i)^H \tilde{\phi}_p = \begin{cases} \mathbf{a}(\phi_i)^H \tilde{\phi}_p, &\text{for } i = P \\ 0, &\text{for } i \neq P \end{cases} \tag{13}
\]

Substituting (13) into (12) yields
\[
\mathbf{\tilde{y}}_{n \phi_p} = \sum_{i=1}^P b_{n,i} \mathbf{a}(\phi_i) \mathbf{a}(\phi_i) \tilde{\phi}_p = \mu_n \mathbf{a}(\phi_p). \tag{14}
\]

The above expression confirms that \(\mathbf{a}(\phi)\) and \(\mathbf{y}_{n^\phi_p}\) are parallel when \(\phi\) is one of the true DOAs, i.e., \(\mathbf{\tilde{y}}_{n^\phi_p} = \mu_n \mathbf{a}(\phi_p)\)

when \(-N \leq n \leq 0\). The optimization problem led by the above equation can be given as
\[
min_{\phi, \tilde{\mu}_n, \tilde{\phi}_p} J(\phi, \tilde{\mu}_n, \tilde{\phi}_p) = \sum_{n=-N}^0 \|\mathbf{\tilde{y}}_{n^\phi_p} - \mu_n \mathbf{a}(\phi)\|^2. \tag{15}
\]

Here, \(J\) is the exchange matrix. Let its antidiagonal be zero and one elsewhere. \(\bar{\zeta} \in C^{N+1}\) and \(\bar{\mu} = [\mu_{-N}, \ldots, \mu_0]^T \in C^{N+1}\) optimization of (15) by foraging DOAs directly is a complicated process, since \(\bar{\zeta}\) and \(\bar{\mu}\) are unknown. To overcome this difficulty, the cost function of (15) is expanded as
\[
J(\phi, \bar{\mu}_n, \bar{\zeta}) = \bar{\zeta}^H \begin{bmatrix} \sum_{n=-N}^0 \bar{\mathbf{y}}_n^H \bar{\mathbf{y}}_n \end{bmatrix} \bar{\zeta} - \bar{\zeta}^H \begin{bmatrix} \sum_{n=-N}^0 \mu_n \bar{\mathbf{y}}_n^H \mathbf{a}(\phi) \end{bmatrix} - \begin{bmatrix} \sum_{n=-N}^0 \mu_n \mathbf{a}(\phi)^H \mathbf{a}(\phi) \end{bmatrix} \bar{\zeta} + \mathbf{a}^H(\phi) \mathbf{a}(\phi) \sum_{n=-N}^0 |\mu_n|^2. \tag{16}
\]

Let \(\mathbf{V} = \sum_{n=-N}^0 \bar{\mathbf{y}}_n^H \bar{\mathbf{y}}_n \in C^{(N+1)\times(N+1)}\) and \(\bar{\zeta}(\phi) = \begin{bmatrix} \bar{\mathbf{y}}_{-N}^H \mathbf{a}(\phi), \ldots, \bar{\mathbf{y}}_0^H \mathbf{a}(\phi) \end{bmatrix} \in C^{(N+1)\times(N+1)}\). Let us recall that \(\sum_{n=-N}^0 |\mu_n|^2 = 1\) and \(\mathbf{a}(\phi)^H \mathbf{a}(\phi) = N + 1\), (16) can be reexpressed as
\[
J(\phi, \bar{\mu}_n, \bar{\zeta}) = \bar{\zeta}^H \mathbf{V} \bar{\zeta} - \bar{\zeta}^H \bar{\zeta}(\phi) \bar{\mu}_n - \bar{\mu}_n^H \bar{\zeta}(\phi) \bar{\zeta} + N + 1. \tag{17}
\]

Let us differentiate the above equation for fixed \(\phi\) and \(\bar{\mu}\) with respect to \(\bar{\zeta}\) and consider the resultant equation to zero to get
\[
(\partial J(\phi, \bar{\mu}_n, \bar{\zeta})/\partial \bar{\zeta}) = 2(\mathbf{V} \bar{\zeta} - \bar{\zeta}(\phi) \bar{\mu}_n) = 0_{N+1}. \tag{18}
\]

Let us substitute (18) into (17) to yield
\[
min_{\phi, \bar{\mu}_n} J(\phi, \bar{\mu}_n) = N + 1 - \bar{\mu}_n^H \bar{\zeta}(\phi) \mathbf{V}^+ \bar{\zeta}(\phi) \bar{\mu}_n. \tag{19}
\]

Minimizing the above equation corresponds to maximizing \(-\bar{\mu}_n^H \bar{\zeta}(\phi) \mathbf{V}^+ \bar{\zeta}(\phi) \bar{\mu}_n\). Let us consider \(\sum_{i=1}^{N+1} \lambda_i \mathbf{y}_i^H \mathbf{y}_i^H\) as the eigenvalue decomposition of \(\bar{\zeta}(\phi) \mathbf{V}^+ \bar{\zeta}(\phi)\) with \(\lambda_1 \geq \cdots \geq \lambda_{N+1}\) as the eigenvalues and \(\{\mathbf{y}_i\}_{i=1}^{N+1}\) as the respective eigenvectors. In the continuation
\[
min_{\phi, \bar{\mu}_n} \bar{\mu}_n^H \bar{\zeta}(\phi) \mathbf{V}^+ \bar{\zeta}(\phi) \bar{\mu}_n = \max_{\phi, \bar{\mu}_n} \left[ \sum_{i=1}^{N+1} \lambda_i |\bar{\mu}_n \mathbf{y}_i| \right] = \lambda_1. \tag{20}
\]

The above expression holds only when \(\bar{\mu}\) represents the eigenvectors of \(\bar{\zeta}(\phi) \mathbf{V}^+ \bar{\zeta}(\phi)\), that is, \(\bar{\mu} = \mathbf{y}_1\) and \(\lambda_1\) is the maximum eigenvalue. Hence, (19) can be simplified as \(min_{\phi, \bar{\mu}_n} J(\phi)\). Here, \(J(\phi) = N + 1 - \max \text{eig} [\bar{\zeta}(\phi) \mathbf{V}^+ \bar{\zeta}(\phi)]\).

Now, the pseudopower spectrum by Qian et al. [35] is given as
\[
P(\phi) = \frac{1}{N + 1 - \max \text{eig} [\bar{\zeta}(\phi) \mathbf{V}^+ \bar{\zeta}(\phi)]}. \tag{21}
\]
C. Improved Method

In this section, we have improved the method by Qian et al. [35] in two stages. In the first stage, the coherent signal sources are estimated without knowing the source number, and in the second stage, we reconstruct a new data matrix in the vicinity of the DOAs estimated in the first stage. We use the new steering vectors obtained to rebuild the received data by projecting the originally collected data. Finally, coherent DOAs can be obtained by a new power spectrum derived. In the first stage, the coherent sources are resolved by the high-resolution estimation using (21). Then, the left-hand and right-hand sides of $\phi$ are resolved by the high-resolution estimation using (21).

$$y(k) = W^H x(k) = W^H A c(k) + W^H N(k).$$

(22)

The above equation is expressed as

$$y(k) = A_N c(k) + N_N(k)$$

(23)

where $A_N = W^H A$ and $N_N(k) = W^H N(k)$. Now, we exploit the Nystrom approximation [36] to reduce the computational complexity as follows. The sample covariance matrix of $y(k)$ is obtained as

$$\hat{y}_y = E[y(k) y(k)^H].$$

The eigenvalue decomposition of the matrix $\hat{y}_y$ is performed as

$$\hat{y}_{xy} \mathbf{b}_y = u_y \mathbf{b}_y.$$  

(24)

Now, a new covariance matrix of $\hat{y}_{xx}$ and $\hat{y}_{yy}$ is obtained as

$$\hat{y}_{xy} = E[x(k) y(k)^H].$$

The eigenvalue decomposition of the new covariance matrix $\hat{y}_{xy}$ is obtained as

$$\hat{y}_{xy} \mathbf{b}_y = u_y \mathbf{b}_{nz}.$$  

(25)

In the above expression, $\mathbf{b}_{nz}$ denotes the approximate principle eigenvector written as

$$\mathbf{b}_{nz} = \left[ \frac{\hat{y}_{xy} \mathbf{b}_y}{u_y} \right].$$

(26)

Now, the approximated signal subspace of the matrix $\hat{y}_{xx}$ is expressed as

$$E_{nz} = [e_{nz}^1, \ldots, e_{nz}^P],$$

where $[e_{nz}^1, \ldots, e_{nz}^P]$ denotes the approximated principle eigenvectors of $\hat{y}_{xx}$. Finally, the pseudospectrum of the new algorithms is written as

$$P(\phi)_{\text{improved}} = \frac{1}{a(\phi)^H E_{nz} E_{nz}^H a(\phi)}.$$  

(27)

IV. RESULTS AND DISCUSSION

In this section, computer simulations are carried out to evaluate the performance of the proposed DOA estimator and the comparison with other algorithms in terms of SNR, probability of resolution (PR), and root-mean-square error (RMSE) is made. The RMSE is evaluated by applying the Monte Carlo simulation. This is expressed as RMSE

$$\text{RMSE} = \sqrt{\frac{1}{T} \sum_{i=1}^{T} (\hat{\phi}_i - \phi)^2 / (T)},$$

Here, $T = 500$ trails, $\hat{\phi}_i$ represents the true DOA, and $\phi$ is the estimated DOA value.

A. Spatial Spectrum

Let us consider three signals with equal powers arriving at a five-element ULA from the directions $3^\circ$, $5^\circ$, and $8^\circ$. Let the interelement spacing be $d = 0.5\lambda$, the SNR is set to be 20 dB, and let the sample number be 500. The simulation result of this example is shown in Figs. 2 and 3 when the received signals are coherent and uncorrelated. In Fig. 2, it is noted that the Capon-Like beamformer presents incorrect estimation whereas the proposed method has three clear peaks. This confirms that, for a five-element ULA, the proposed algorithm has the potential to resolve at the most three accurate coherent signals. The pseudospectrum obtained for all the uncorrelated signals is shown in Fig. 3. The FOSS, the method from [35], and the Capon-Like techniques do not require the SS for this case. Among all four methods, the Capon-Like method exhibits the worst performance.

B. RMSE Versus SNR

The performance of the RMSE as a function of the SNR is examined in this example. Consider two uncorrelated sources impinging a nine-element ULA from the directions $-25.5^\circ$ and $10^\circ$, and two coherent signals are arriving from $45^\circ$ and $15^\circ$. Let the number of samples be $M = 100$ and $500$ Monte Carlo trials for each SNR. The computer simulation of this example is shown in Fig. 4. It is seen that the estimation accuracy of the ESPRIT-like algorithm is the worst and the performance of the proposed method is the best.

C. PR Versus SNR

Let us study the performance of the PR as a function of SNR in this example, keeping all the parameters unchanged. The computer simulations in Fig. 5 depict that the ESPRIT-like algorithm attains full (100%) PR by increasing slowly when the SNR is greater than 25 dB. The proposed method achieves full PR when the SNR = 0 dB. However, the two remaining methods obtain 100% PR when the SNR > 5 dB.

D. RMSE and PR Versus M

Let us now examine the performances of RMSE and PR versus sample size. The SNR is fixed to be 10 dB, keeping
the other parameters unchanged. The simulation results of this example are demonstrated in Fig. 6. It is noted that the RMSE performance of the proposed approach is much better than that in [24]. Nevertheless, the method by Qian et al. [35] is superior to the Capon-Like, the FOSS, and the ESPRIT-Like algorithms for all the values of \( M \). Similar observations are marked from Fig. 7.

### E. RMSE Versus Separation Angle

The RMSE performance as a function of separation angle is presented. In this experiment, we consider the ULA that consists of six antennas receiving two coherent sources from the directions \( 10^\circ \) and \( 10^\circ + \Delta \phi \). We set the SNR and snapshots to 15 dB and 250, respectively, and the step size \( \Delta \phi \) is \( 1^\circ \). The computer simulation demonstrated in Fig. 8 shows that the proposed method has superior RMSE performance when the separation angle is \( 4^\circ \). However, the performances of the Capon-Like and ESPRIT-Like methods are unsatisfactory.

### F. Analysis of Computational Complexity

The complexity of the DOA estimators is illustrated by considering the average CPU time taken by all the algorithms for the DOA estimation. We use the reduced running time Monte Carlo simulations to analyze the simulation (average CPU) times of all four algorithms. This is expressed...
by \( T = \left( \frac{T_{\text{pre}} - T_{\text{new}}}{T_{\text{pre}}} \right) \times 100\% \), where \( T_{\text{pre}} \) and \( T_{\text{new}} \), respectively, are the previous and new (proposed) methods’ averaged Monte Carlo simulation times. In this experiment, we assume two far-field signals located at 20° and 60°. We deem a six-element array separated by \( d = 0.5\lambda \). The snapshots and SNR are set to be 200 and 20 dB, respectively. The percentage of the reduced simulation time for several incident sources using 500 Monte Carlo trials is illustrated in Fig. 9. The computer simulations presented in Fig. 9 illustrate that the reduced simulation time dramatically decreases as the number of sources increases. When the incident signals are four, the reduced simulation times in percentage compared with the proposed method are respectively 59%, 50%, 45%, and 42% for the Qian et al. [35], ESPRIT, FOSS, and Capon-Like methods. This proves that the speed of the proposed method is very high compared with the remaining methods.

Fig. 10 shows the CPU times in second for the proposed, the method of [35], the Capon-Like, the ESPRIT-like, and the FOSS methods. In this experiment, we set \( M = 100 \) and \( P = 3 \), and the signal sources are considered randomly from \(-90° \) to \( 90° \). The antenna elements are varied from 10 to 80. An Intel-i3 personal computer with 3.3 GHz is used to obtain the average CPU time requirement of each method. Here, the MATLAB functions \texttt{tic} and \texttt{toc} are used to record the CPU time in second. From the computational time plot, one can note that the proposed method has the highest speed, since it uses the Nyström method [36] to reduce the computational complexity. Meantime, the method in [35] exhibits poor performance compared with all the methods.

V. IMPLEMENTATION OF THE PROPOSED METHOD

In recent years, hardware design for the estimation of DOAs is put into practice using different versions of the digital signal processors (DSPs). Among all the DSP processors, the TMS320C6678 is the highest floating and fixed-point processor. It is based on the Texas instrumentation’s (TI) keystone multicore architecture. The TMS320C6678 processor integrates a large amount of on-chip memory. It has a development tool that includes a windows debugger interface, an enhanced C compiler, an assembling optimizer, and so on. The C66x DSP consists of two register files, two data paths, and eight functional units. Incorporating eight C66x DSP cores, this device can run at a core speed of up to 1.4 GHz. TI’s C6678 DSP offers about 11.2 GHz cumulative digital signal processing for a broad range of applications. The block diagram of the TMS320C6678 device is shown in Fig. 11. The C66x core device has \( 4 \times \) the multiply accumulative (MAC) capacity and 90 new instructions of its previous version targeted for vector math-oriented processing and floating-point capacities. Through the use of TI’s C/C++ compiler, a very high level of parallelism can be achieved. For the realization of the proposed method using a DSP C6678, let us consider a symmetric ULA composed of five sensors. Let three narrowband signals impinge a ULA from the far-field directions \(-60° \), 0°, and 40°. Let the interelement spacing be \( d = 0.5\lambda \), the SNR is set to be 20 dB, and let the sample number be 500. The experimental setup is shown in Fig. 12. In this experiment, the latest SIMD technique is adapted from the DSP C6678. The performance of the proposed method is evaluated using the TMS320C6678 DSP with an XDS560v2 emulator and a code composer studio CCS5.3 software platform. Consider that the a priori information of the source number is not known for the proposed method.

We have to compute the value of pseudopower spectrum \( P \) at each point (\( \varphi \)). Suppose the value of \( \varphi \) is varying from \(-90° \) to \( 90° \) with the interval of 1°, it is required to compute the value of \( P \) for \( (91 \times 181) \) times. For each pseudopower spectrum iteration, it gives rise to three complex matrix multiplications. Here, each matrix multiplication can
Fig. 12. Experimental setup for DOA estimation.

be deemed as independent MACs. The process of estimation induces a huge number of MACs. As the DSP C6678 executes instructions on 128-bit vectors, we consider four single-precision floating-point MACs in an SIMD manner to enhance the performance. The pseudopower spectrum of the proposed method for the aforementioned DOAs is obtained in Fig. 13. The DOAs from $-90^\circ$ to $90^\circ$ with the interval of $1^\circ$ are scanned in this experiment.

VI. CONCLUSION

In this article, an efficient method for the estimation of coherent DOAs is presented and a practical realization using a TMS320C6678 DSP is carried out. The most significant advantage of the proposed work is that it does not require prior information of the source number for the estimation. The simulated results confirm that the proposed method offers the high-resolution DOA estimation with reduced simulation time compared with other methods, that is, the proposed method with about 59%, 50%, 45%, and 42% decreased the CPU time, respectively, of the Qian et al. [35], the ESPRIT-Like, the FOSS, and the Capon-Like methods can offer the same resolution efficacy. Both the simulated results and the practical realization confirm the effectiveness of the new method.
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